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Abstract Ocean acidification (OA), a consequence of increased global carbon dioxide (CO2) emissions, is
considered a major threat to marine ecosystems. Its effects on bacterioplankton activity, diversity, and
community composition have received considerable attention. However, the direct impact of OA on
heterotrophic bacterioplankton is often masked by the significant response of phytoplankton due to the
close coupling of heterotrophic bacterioplankton and autotrophs. Here we investigated the responses of a
heterotrophic bacterioplankton assemblage to high pCO2 (790‐ppm) treatment in warm tropical western
Pacific waters by conducting a microcosm experiment in dark for 12 days. Heterotrophic bacterioplankton
abundance and production were enhanced by OA over the first 6 days of incubation, while the diversity and
species richness were negatively affected. Bacterioplankton community composition in the high pCO2

treatment changed faster than that in the control. The molecular ecological network analysis showed that
the elevated CO2 changed the overall connections among the bacterial community and resulted in a
simple network under high CO2 condition. Species‐specific responses to OA were observed and could be
attributed to the different life strategies and to the ability of a given species to adapt to environmental
conditions. In addition, high‐throughput functional gene array analysis revealed that genes related to carbon
and nitrogen cycling were positively affected by acidification. Together, our findings suggest that OA has
direct effects on heterotrophic bacterioplankton in a low‐latitude warm ocean and may therefore affect
global biogeochemical cycles.

1. Introduction

Increasing greenhouse gases, such as carbon dioxide (CO2), in the atmosphere are thought to cause global
warming and climate change (Cox et al., 2000; Joos et al., 1999; Shakun et al., 2012). The concentration of
atmospheric CO2 is regulated in large part by the ocean, which acts as a huge carbon reservoir. It has been
suggested that the global oceans have absorbed approximately 25% of anthropogenic CO2 emissions over
the last decade (2006–2015; Le Quéré et al., 2016) and therefore reduces global warming (Cox et al., 2000;
Raven et al., 2005). CO2 readily reacts with seawater, and the carbon is stored as soluble ions, such as
CO3

− (Maier‐Reimer & Hasselmann, 1987). The increase in dissolved CO2 in the global ocean reduces the
pH of seawater and results in ocean acidification (OA). Long‐term time series observations and ship‐based
surveys have shown a significant increase in pCO2 and a significant reduction in pH in the upper ocean
(Dore et al., 2009; Watson et al., 2009). It is expected that the decrease in pH in the surface of the ocean will
be as great as 0.2 to 0.4 units by the end of this century (Caldeira &Wickett, 2003; Stocker, 2014). Over the last
decade, relatively extensive laboratory and field investigations of marine primary producers (e.g.,
Trichodesmium, picoplankton, and diatoms) and calcifying organisms (e.g., corals, molluscs, and coccolitho-
phores) have shown the sensitivity of many ecologically and biogeochemically important organisms to high
pCO2 levels (Beaufort et al., 2011; Hall‐Spencer et al., 2008; Hoegh‐Guldberg et al., 2007; Hofmann et al.,
2010; Hong et al., 2017; Hoppe et al., 2018; Hutchins et al., 2007; Newbold et al., 2012; Riebesell et al.,
2007; Rodolfo‐Metalpa et al., 2011; Shi et al., 2010; Tatters et al., 2013).
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Bacterioplankton are the other ecologically and biogeochemically important organisms in the ocean. In the
classic marine food web framework, bacterioplankton utilize 10% to 50% of carbon fixed by phytoplankton
(Azam et al., 1983). Part of the utilized carbon is respired by the bacterioplankton (40%–90%), and the
remainder is converted to bacterial biomass, which can be transferred either to higher trophic levels by pre-
dation or to the marine organic pool by viral lysis (Azam et al., 1983; Azam & Malfatti, 2007; Fuhrman,
1999). Recently, the importance of bacterioplankton in the transformation of labile DOC into refractory
DOC was highlighted by Jiao et al. in the microbial carbon pump theory (Jiao et al., 2010).
Bacterioplankton are also involved in the nitrogen cycle, and some steps (e.g., anammox and ammonia
oxidation) are known to be mediated only by bacterioplankton (Arrigo, 2004; Francis et al., 2007). Hence,
researchers are becoming increasingly concerned about the response of bacterioplankton to OA.

Previous microcosm/mesocosm experiments that investigated the responses of bacterioplankton to OA have
shown conflicting results (Crawfurd et al., 2017; Grossart et al., 2006; Joint et al., 2010; Newbold et al., 2012;
Piontek et al., 2013; Ray et al., 2012; Zhang et al., 2013). One possible explanation is the close coupling
between bacterioplankton and phytoplankton (Allgaier et al., 2008; De Kluijver et al., 2010; Hornick et al.,
2017; Piontek et al., 2013). The response of autotrophic phytoplankton to OA affects heterotrophic bacterio-
plankton andmasks the direct impact of OA on heterotrophic bacterioplankton. In a perspective paper, Joint
et al. (2010) concluded that marine microbes possess the flexibility to accommodate pH change and that
major marine biogeochemical processes other than calcification will not be fundamentally different under
future lower pH condition. However, recent studies showed evidences that heterotrophic marine microor-
ganisms can be affected directly by OA (Liu et al., 2010; Weinbauer et al., 2011), such as their hydrolytic
enzyme activities (Yamada & Suzumura, 2010) and extracellular glucosidase activity (Piontek et al., 2010).
Hence, a key hypothesis we test in this study is that OA will affect heterotrophic bacterioplankton activity,
abundance, community diversity, and functional potential in the oligotrophic water without presence of
phytoplankton. Therefore, we carried out a microcosm experiment in the oligotrophic western Pacific
Ocean to assess the direct influence of OA. The possibility of the masking effects of phytoplankton was
reduced by the selection of low‐Chl a waters, night sampling, and dark incubation. In addition, since the
western Pacific Ocean is a part of the warm pool, having annual sea surface temperatures above 28 °C,
our study developed an experimental scenario with a higher pCO2 level and a higher temperature, which
will provide a better understanding of the response of bacterioplankton, as well as their ecological and
biogeochemical roles, to OA and global warming.

2. Materials and Methods
2.1. Experimental Setup

The present study was conducted at station N8‐2 (8°N, 128°E) during the western Pacific Warm Pool
(WPWP) NSFC opening cruise (Figure S1 in the supporting information). Approximately 1,000 L of sea-
water were sampled from the surface at night using a submersible pump and was divided equally into
four microcosms (polyethylene bags, acid cleaned with 10% HCl). Two microcosms were pumped with
790‐ppm CO2 (high CO2 treatment), and the other two were pumped with air (set as the control). The
790‐ppm CO2 treatment was prepared by mixing air and pure CO2 under the automatic control of a con-
tinuous CO2‐sensing and controlling system equipped with a CO2 chamber (CE100‐C, Wuhan RUIHUA,
China). The high CO2 and control air were delivered to the microcosms' bottom at a flow rate of approxi-
mately 1 L/min and dispersed by a plastic air stone. The temperature was maintained at approximately
29 °C by a circulating water temperature control system. All of the microcosms were incubated for 12 days
in the dark. Subsamples were collected every 2 days, except those for the flow cytometer analysis, which
were collected each day.

2.2. Environmental Data Collection

The measurement of NH4
+ was conducted using a shipboard fluorometric flow analyzer (FIA‐lab, USA).

Samples for other nutrient analysis (NO3
−, NO2

−, and dissolved P) were stored in −20 °C until measured
using an Auto Analysis III, AA3 instrument (Bran‐Luebbe, Germany). The pH, dissolved oxygen (DO),
salinity, and temperature were measured using YSI pH meter (YSI, USA).
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2.3. Bacterioplankton Abundance (BA)

Samples for enumeration of bacterioplankton cell number were analyzed by a Becton‐Dickson FACSCalibur
flow cytometer (Becton Dickinson, San Jose, CA, USA). A 1‐mL water sample was stained with 0.01% SYBR
Green I in the dark at 37 °C for 30 min (Marie et al., 1997). Yellowish‐green fluorescent beads (1 μm) were
added as an internal standard. The samples were analyzed at a flow rate of 0.25 μL/s for 1 min. The flowcy-
tometric data were analyzed using WinMDI software 2.9 (Joseph Trotter, Scripps Research Institute, La
Jolla, CA, USA).

2.4. Heterotrophic Bacterial Production (BP)

Heterotrophic bacterial production was measured following the protocol described by Kirchman et al.
(1985). Briefly, triplicate 10‐mLwater samples (prefiltered through a 3.0‐μm PCmembrane) and one control
(fixed with 5% trichloroacetic acid (TCA; final concentration) each received 10 nM of 3H‐Leucine (specific
activity: 80 Ci mmol −1, Amersham, UK) and were incubated in the dark for 2 hr at ambient temperature.
Then, the samples were fixed by adding 1‐mL 50% TCA and filtered onto 0.2‐μm pore size cellulose nitrate
Millipore (Millipore, Bedford, MA, USA) membrane filters. The filters were washed twice with 3‐mL 5%
TCA and twice with 2 mL 80% ethanol and transferred to scintillation vials. The incorporated 3H in each
sample was determined using a Perkin‐Elmer Wallac 1414 scintillation counter (Perkin Elmer Wallac
GmbH, Freiburg, Germany). The cell‐specific heterotrophic bacterial production was calculated from the
BP/BA ratio.

2.5. DNA Extraction, PCR, Pyrosequencing, and Data Analysis

For DNA extraction, 1 L of seawater from each microcosm was prefiltered through a 3.0‐μm (47‐mm) PC
membrane (PALL Corporation, New York, USA) and then filtered onto a 0.22‐μm (47‐mm) PC membrane.
The total genomic DNA of the filtered water samples was extracted using an Omega Water DNA extraction
kit (Omega Bio‐Tek, Doraville, CA) from the 0.22‐μm (47‐mm) PC membrane and eluted in 50‐μL TE buffer
(10‐mM Tris‐HCl and 1‐mM EDTA, pH = 8.0) following the manufacturer's instructions.

For pyrosequencing, the V3 and V4 regions of 16S rRNA were amplified using the barcoded primers 341F
(5′‐adaptor + barcode + CCTAYGGGRBGCASCAG‐3′) and 806R (5′‐adaptor + GGACTACNNGGGTAT
CTAAT‐3′; Beman et al., 2007). The PCR reaction was performed in a 25‐μL reaction volume containing
1.5‐mM MgCl2, 1× PCR buffer, 0.5 μM of each primer, 0.2 mM of each dNTP, 1.0 unit of Platinum® Taq
DNA Polymerase (Invitrogen, Shanghai, China) and 1‐μL template DNA. The PCR was performed under
the following conditions, 5‐min initial denaturation at 95 °C followed by 30 cycles of 95 °C for 30 s, 55 °C
for 30 s, and 72 °C for 60 s, and then a final extension at 72 °C for 7 min before holding at 4 °C. All of
reactions were performed in triplicate. The PCR products were gel‐purified using a QIAquick gel purifica-
tion kit (Qiagen, Hilden, Germany) and sequenced by the South Gene Company (Shanghai, China) using
Roche 454 GS FLX/+ Platform.

Analysis of the 16S rRNA gene data was conducted using the microbial ecology community software pro-
gram Mothur (Schloss et al., 2009) following the Schloss standard operating procedure (http://www.
mothur.org/wiki/454_SOP). Briefly, the reads were processed by removing tags and primers, accepting only
reads with an average quality score above 20 and read lengths between 300 and 500 nt, and removing chi-
maeras. Denoising was carried out using the command shhh.seqswith a sigma value of 0.01. Sequences were
classified using the Greengenes database (http://greengenes.lbl.gov/cgi‐bin/nph‐index.cgi) with a cutoff of
60%. Then, the sequences affiliated with the chloroplast and mitochondria were removed. The numbers of
operational taxonomic units (OTUs) were calculated with a cutoff level of 97% nucleotide identity. OTUs
containing 1 sequence were removed, and finally, 3,873 sequences were subsampled from each sample.
The sample coverage, Chao1 richness estimator, and Shannon diversity index were calculated at a level of
97% similarity. A nonmetric multidimensional scaling (NMDS) analysis was applied using the R‐package
vegan (Oksanen et al., 2007) to compare the community composition based on the relative abundance of
OTUs. OTUswere also classified using the Greengenes database with a cutoff of 60%. The relative abundance
of the 15 most abundant heterotrophic bacterial families, accounting for >85% of the reads recovered in this
study, were square root transformed and used to generate a heat map using HemI (Deng et al., 2014). In
order to identify associations between bacterial families, we calculated the maximal information coefficient
(MICe) between bacterial families using MICtools (Albanese et al., 2018; Reshef et al., 2016). Statistically
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significant co‐occurrence relationships (p < 0.01) between pairs of variables were input into Cytoscape v 2.8
(Shannon et al., 2003). To determine significant differences between bacterial communities in the control
and high CO2 treatments, the Statistical Analysis of Metagenomic Profiles (STAMP) software package was
used (Parks et al., 2014). A table of the relative abundance of each family was used as input. P values were
calculated using a two‐sided t test.

To understand the interactions among the bacterial OTUs under different pCO2 levels, we employed a
molecular ecological network (MEN) method (Deng et al., 2012). In order to form a reliable correlation
and comparable MENs between control and treatment, only OTUs found at least in 7 of 13 samples in each
control and treatment were selected for network construction. The MENs construction was conducted
in MENAP (http://ieg2.ou.edu/MENA; Deng et al., 2012). The relative abundance of OTUs was log‐
transformed, and missing values were filled with 0.01 if paired valid values were available. Similarity
matrices (adjacency matrix) were created for each network based on the pairwise Pearson correlation coeffi-
cient across the time series (two‐time points lag). The threshold of pairwise Pearson correlation coefficient
values between OTUs was identified by a random matrix theory‐based approach that observed a transition
point of nearest‐neighbor spacing distribution of eigenvalues from Gaussian to Poisson distribution (Zhou
et al., 2010). Then, a same cutoff of 0.89 was obtained to construct the microbial community networks.
Additionally, ecological networks predicted by R2 (R2 > 0.8) generated based on the random matrix theory
should be scale free (Zhou et al., 2010). Once the MEN was determined, the topological indices were calcu-
lated based on the adjacency matrix. Module detection of each network was based on fast greedy modularity
optimization (Newman, 2006). Identification of key module members was based on within‐module connec-
tivity (Zi) and among‐module connectivity (Pi) of each node (Olesen et al., 2007). Networks were visualized
by the Cytoscape 3.6.1 (Assenov et al., 2008).

All sequences obtained in this study have been deposited in the National Center for Biotechnology
Information Sequence Read Archive under the accession numbers SRR6318695 and SRR6318719.

2.6. GeoChip Hybridization and Data Analysis

The labeling and hybridization of extracted DNA followed the method described by (Tu et al., 2014). Briefly,
1‐μg genomic DNA from each sample was used for labeling with Cy3 fluorescent dye (GE healthcare) and
then hybridized to GeoChip 4 at 42 °C and 40% formamide on Maui hybridization station (BioMicro
Systems, Salt Lake City, UT, USA) at 42 °C for 16 hr. The microarrays were scanned using a Nimblegen
MS 200 microarray scanner (Nimblegen, Madison, WI) at 100% laser power and photomultiplier tube gain.
The signal intensities of each spot were extracted using the NimbleScan software (Nimblegen). Spots with a
signal‐to‐noise ratio greater than 2 were considered to be positive signals.

The GeoChip data were normalized for further analysis by the following steps: (i) removing genes detected in
only one of two replicates, (ii) normalizing the signal intensity of each spot by dividing the mean value of
each sample by the total signal intensity, and (iii) summing the total signal intensities of each functional
gene category. A hierarchical cluster analysis of functional genes was performed using an unweighted pair-
wise average‐linkage clustering algorithm (Eisen et al., 1998). The hierarchical clustering of functional genes
was performed and visualized using HemI (Deng et al., 2014).

2.7. Statistical Analyses

The significance of different treatment effects in the incubation was assessed by using the t test (each day)
and analysis of variance (ANOVA; over the course of the experiment). All statistical analyses were
performed using SPSS statistical software (SPSS Inc.).

3. Results
3.1. Environmental Parameters

The pH of the WPWP surface water was 8.3, and it gradually decreased to 8.08 after pumping into high CO2

air, which was approximate 0.2 unit lower than the control (Figure S2a). DO concentration dropped from
around 6.3 to 5.6 mg/L in both control and treatment microcosms in the first 4 days of incubation and then
increased to 6.3 mg/L at day 6 (Figure S2b). Salinity and temperature were around 35.0 °C and 29 °C, respec-
tively, in all microcosms during incubation. The concentration of NH4

+, NO3
−, NO2

−, and dissolved P were
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lower than the detection limit (The detection limits for NH4
+, NO3

−, NO2
−, and dissolved P were 0.5, 0.1,

0.04, and 0.08 μmol L−1, respectively).

3.2. Bacterioplankton Abundance

The abundance of picophytoplankton and bacterioplankton (BA) was 1.21 × 105 and 6.18 × 105 cells mL−1 at
the start of incubation, respectively. Two heterotrophic bacterioplankton growth phases, bloom (high
CO2treatment: days 0–6; control: days 0–8) and postbloom (high CO2 treatment: days 6–8; control: days
8–10), were observed during incubation (Figure 1). BA in the control and the high CO2 treatment gradually
increased during the bloom phase and peaked at day 8 (1.80 × 106 ± 1.85 × 105 cells mL−1) and day 6
(2.15 × 106 ± 9.30 × 104 cells mL−1), respectively (Figure 1a). The bloom peak in the high CO2treatment
microcosms was significantly higher than that in the control (Chi‐square analysis: df = 1, p < 0.01). The
abundance of picophytoplankton decreased quickly to an undetectable level after 2‐days incubation.

We further resolved the bacterioplankton community into high (HDNA) and low (LDNA) nucleic acid
groups based on fluorescence intensity and light scatter properties according to protocol of Lebaron et al.
(2002). The abundance of LDNA bacterioplankton in the in situ surface water of the WPWP was
5.32 × 105 cells mL−1, which was approximately 5 times higher than that of the HDNA bacterioplankton
(day 0; Figures 1b and 1c). The HDNA bacterioplankton showed a markedly higher growth rate than the
LDNA bacterioplankton during the bloom phase (ANOVA, p < 0.05), and the growth of the HDNA bacter-
ioplankton could be enhanced by OA. However, during the postbloom phase, both the HDNA and LDNA
bacterioplankton in all the microcosms decreased quickly, and the latter displayed a higher mortality rate
in the high CO2 treatment than in the control (Figure 1c). The HDNA/LDNA ratio gradually increased
during 12 days of incubation and was generally higher in the high CO2 microcosms than in the
control (Figure 1d).

3.3. Heterotrophic Bacterial Production

The heterotrophic bacterial production (BP) in all the microcosms increased rapidly during the hetero-
trophic bloom phase (Figure 2). The highest BP reached 10.52 ± 0.33 μg C L−1 h−1 in the high
CO2treatment at day 4 and 10.10 ± 0.16 μg C L−1 h−1 in the control at day 8. Over the first 4 days of

Figure 1. Bacterioplankton abundance over time. (a) Bacterioplankton. (b) High DNA bacteria. (c) Low DNA bacteria.
(d) The ratio of HDNA bacteria/LDNA bacteria. HM: high CO2 microcosm. CM: control microcosm. The day 1 samples
from the HMs were lost.
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incubation, the BP was significantly higher in HM than in CM (t test, p < 0.05), suggesting that it was
positively affected by acidification (Figure 2a) during the bloom phase. However, in the postbloom phase,
although BA decreased in all the microcosms, no obvious decrease in BP was observed. The cell‐specific
heterotrophic bacterial production continually increased in the control during incubation, while no clear
trend was observed in the high CO2treatment (Figure 2b). Generally, the cell‐specific heterotrophic
bacterial production was higher in the high CO2treatment than in the control.

3.4. Bacterioplankton Community Composition

In total, 357,392 16S rRNA gene sequences were obtained by 454
pyrosequencing. After the low‐quality sequences were removed, 3,873
reads were subsampled from each sample, and these reads were clustered
into 505 OTUs with a 97% sequence similarity threshold. The number of
OTUs ranged from 157 to 414 across all the samples. The sequences
statistic can be found in Table S1. Although the rarefaction curves did
not reach plateau, coverage of most samples were higher than 95%
(Figure S3), indicating subsample of 3,873 sequences could cover most
of bacterial taxonomic diversity (Table S1 and Figure S3). The bacterial
species richness decreased from 41 to 30 in CM and from 41 to 26 in
HM over the incubation period (Figure 3). OA resulted in a lower species
richness (day 2 to day 10), and the highest difference in richness was
observed during the bloom phase. Similarly, the Shannon diversity
index, which indicates the diversity of the bacterioplankton community,
was also significantly negatively affected by OA from day 4 to day 12
(ANOVA, p < 0.05). The bacterioplankton community displayed low
richness and diversity when the BA reached its highest value in the high
CO2treatment (day 6) and in the control (day 8; Figure 3). The richness
and diversity in the high CO2 treatment at day 6 were significantly lower
than that in the control at day 8 (p < 0.05; Figure 3).

NMDS analysis showed a temporal variation in bacterioplankton
community composition in the microcosms (Figure 4). A daily increase
in the dissimilarity between the initial and incubation communities
was recorded. The bacterioplankton community composition in the high
CO2treatment changed faster than that in the control (Figure 4). The
control treatment and high CO2 treatment had distinct community
compositions during the bloom phase (e.g., high CO2treatment: days
0–6; control treatment: days 0–8).

Based on the Greengenes database (60% threshold), all the sequences
were assigned to 26 bacterial phyla. Proteobacteria (58.3%) was the most
common phylum in the WPWP, followed by Cyanobacteria (26.8%),

Figure 2. The response of heterotrophic bacterioplankton production to ocean acidification. (a) Heterotrophic bacterial
production. (b) Cell‐specific bacterial production. HM: high CO2 microcosm. CM: control microcosm.

Figure 3. Bacterial community species richness (a) and diversity (b) over
time. HM: high CO2 microcosm. CM: control microcosm. Errors bars
represent SD of replicate samples.
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Bacteroidetes (6.5%), Actinobacteria (3.1%), SAR406 (1.7%), and
Planctomycetes (1.5%; Figure S4, day 0). The relative abundance of
Cyanobacteria decreased from 26.8% to less than 3.0% in all the micro-
cosms after 12 days of incubation, suggesting that the growth of phyto-
plankton was inhibited by light limitation (Figures S4 and S5). To focus
on the impact of OA on heterotrophic bacteria, Cyanobacteria were not
included in the subsequent analyses.

The bacterial phyla showed different responses to the increase in pCO2

(Figures S4 and S5). The relative abundance of Proteobacteria in both

the high CO2treatment and the control increased from 57.8% to more than

90% after 6 days of incubation and was generally higher in the high CO2

microcosms than in the control (Figure S5). In contrast, Actinobacteria
and SAR406 decreased quickly during incubation. From day 2 to day 10,
Actinobacteria and Planctomycetes had significantly higher relative
abundance in the control, suggesting that they might be negatively related
with acidification. Similarly, SAR406 displayed a higher relative abun-
dance in CM from day 2 to day 4. Bacteroidetes, the third most abundant
phylum in the WPWP, was relatively more abundant in HM during the
bloom phase but more abundant in CM postbloom (Figure S5).

At the family level, Pelagibacteraceae was the most abundant family in the in situ surface water of the
WPWP at 37.4% (Figure S6). The relative abundance of this family, together with that of
Halomonadaceae, Flavobacteriaceae, OCS155, AEGEAN_112, A714017, and Pirellulaceae, gradually
decreased during incubation. In contrast, Rhodobacteraceae and Hyphomonadaceae increased after incuba-
tion (Figure 5). Bacteriovoracaceae and OM27 were more abundant in the postbloom phase. The bacterio-
plankton families also displayed different responses to OA (Figure 5). For example, Rhodobacteraceae
were generally positively affected by OA, and Hyphomonadaceae was enhanced by acidification during
the bloom phase. In contrast, Pelagibacteraceae, Halomonadaceae, OM60, Pseudoalteromonadaceae, and
Alteromonadaceae were generally negatively affected by acidification (Figure 5).

The 15 most abundant bacterioplankton families among all samples (covering more than 85% of the total
community) were selected to generate correlation patterns. In the network, it is clear that the two most
abundant bacterial families, Pelagibacteriaceae and Rhodobacteriaceae, were negatively correlated with
each other. As shown in Figure 6a, bacterial families OM60, Alteromonadaceae, J115, Moraxellaceae,
OCS155, Halomonadaceae, and Pirellulacae were positively correlated with Pelagibacteraceae (Figure 6).
Rhodobacteraceae, which was the most abundant family and was positively affected by acidification
(Figure 5), showed positive correlations with Hyphomonadaceae, OM27, and Bacteriovoracaceae (Figure 6).

In the WPWP, Pelagibacteraceae were mainly represented by OTU3 (Pelagibacteraceae clade Ia; Figure 7,
day 0, and Figure S7). The relative abundance of this OTU gradually decreased during incubation and
was higher in the control. Rhodobacteraceae and Hyphomonadaceae, which were positively affected by
acidification, were mainly composed of OTU1 and OTU2, respectively (Figure 7). OTU1 was classified as
Rhodovulum sp., and OTU2 belonged toHyphomonas sp. OTU5, which also had a relatively high abundance
in the microcosms, was affiliated with the genus Nautella (family Rhodobacteraceae) and was more abun-
dant in the high CO2treatment.

The molecular ecological network (MEN) analysis showed that 104 and 63 nodes were identified from the
elevated CO2 network and control network respectively, while 313 and 93 links were found separately
(Table 1 and Figure 8). The more complex ecological network in the control than in the elevated CO2 treat-
ment may be a consequence of the higher bacterial richness. Several overall network topological indices
were calculated, including average connectivity (avgK), average clustering coefficient (avgCC), and average
geodesic distance (avgGD; Table 1). The values of the avgK and avgGD were greater in the control micro-
cosm, while the avgCC and modularity were greater in the high CO2 microcosm. These results suggested
that the elevated CO2 changed the overall connections among the bacterial community and resulted in a
simple network.

Figure 4. NMDS analysis showing the relationships between the bacterio-
plankton communities in the high CO2treatment (indicated in red text
label) and the control (indicated in green text label) during 12 days of
incubation. HM: high CO2 microcosm. CM: control microcosm.
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The Flavobacteriaceae, Hyphomonadaceae, Pelagibacteraceae, and Rhodobacteraceae dominated the both
treatment and control networks (Figure 8), which indicated their important roles in the microbial commu-
nities. The proportion of positive and negative links was similar in both networks separately. In the control,
162 positive links and 151 negative links were observed, while only 46 positive and 47 negative links were
found in the treatment.

As showed in Figure 9, OTUs affiliated with Flavobacteriaceae were the network connectors in both control
and treatment networks. Hyphomonadaceae played an important role as module hub in the control
microcosm network, while Rhodobacteraceae in the treatment microcosm network. No OTU was shared
as module hub and network hub between the two networks.

3.5. Response of Bacterial Functional Potential to Increased pCO2

The GeoChip 4 detected a substantial number of functional gene probes across all samples, including genes
involved in C and N cycling. To evaluate the influence of elevated CO2 on the major processes of C cycling,
we examined 41 C‐cycling‐related genes (Figure 10a). Among these genes, 4 were involved in carbon fixation

Figure 5. The STAMP (Statistical Analysis of Metagenomic Profiles) analysis of the relative abundance of the hetero-
trophic bacterioplankton families enriched or depleted between the control (blue) and the high CO2treatment (red) on
days 2 (a), 4 (b), 6 (c), 8 (d), 10 (e), and 12 (f). The groups overrepresented in the control correspond to positive differences
between proportions, and the groups overrepresented in the high CO2treatment correspond to negative differences
between proportions. Corrected p values were calculated using t tests.
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and 34 genes were related to the degradation of complex carbon
substrates, such as cellulose, starch, and chitin. We observed that the
genes involved in lignin, hemicellulose, chitin, and cellulose degradation
were markedly enriched by acidification (ANOVA, p < 0.05). Most of the
genes related to carbon degradation reached their highest abundance in
the high CO2 microcosms at day 8, when BA was the highest.

We also examined the response of N‐cycling‐related genes to OA
(Figure 10b). Among them, nifH (nitrogen fixation), amoAB (nitrifica-
tion), narG (denitrification), and ureC (ammonification) were abundant
in the WPWP (Figure 10b, day 0). The relative abundance of these four
genes gradually increased during 12 days of incubation. Over the course
of the experiment, the presence of N‐cycling‐related genes was signifi-
cantly different in the HM and CM (ANOVA, p < 0.05). Generally, all
the detected N‐cycling genes, with the exception of the hao gene, had a
higher intensity in the high CO2 treatment from day 2 to day 8.

4. Discussion

The effects of OA on bacterioplankton have been intensively studied dur-
ing the last decade. However, most of the previous studies were conducted
under light conditions in the presence of autotrophs (e.g., Allgaier et al.,
2008; Zhang et al., 2013). The strong response of autotrophic phytoplank-
ton to OA (positive or negative), often exerting a strong effect on the
heterotrophic bacterial community and masking direct response of
bacterioplankton to OA. For example, due to the presence of different
processes of organic matter production and consumption at the same time
that is difficult to disentangle, previous studies showed inconsistent
results regarding the effect of OA on BA. The mesocosm experiments
conducted in Bergen (Grossart et al., 2006) and the Baltic Sea (Lindh
et al., 2013) suggested that OA has no or little impact on BA, while studies
in the Ross Sea (Maas et al., 2013) and a Norwegian fjord (Galgani et al.,
2014) showed that BA can be stimulated by acidification. To overcome
this possible bias, we conducted experiments under dark conditions to
limit the growth of phytoplankton to better understand how hetero-
trophic bacterioplankton communities are directly affected by OA
(Hornick et al., 2017).

4.1. Acidification Stimulated Bacterioplankton Activity

Increased BP with elevated CO2 has been reported by previous studies
(Endres et al., 2014; Grossart et al., 2006; Piontek et al., 2010). For
instance, a study conducted on Antarctic coastal waters during the austral
summer found that BP was higher under elevated CO2 over the first 4 days
of incubation (Westwood et al., 2018). It has been suggested that the
increases in BP are caused by the increase in phytoplankton‐derived

DOM under OA. However, another explanation is that the increase in BP under OA may be due to an
increase in the activity of bacterial extracellular enzymes, such as glucosidase and lipase (Burrell et al.,
2015; Endres et al., 2014; Grossart et al., 2006; Maas et al., 2013; Piontek et al., 2010; Thomas et al., 2016).
In the present study, we observed increase of BP during the bloom phase in both treatment and control
microcosms. This should be supported by the organic matters released from the die‐off of photosynthetic
organisms, such as picocyanobacteria, in the first 2 days. However, we observed that the BP and cell‐specific
BP were higher in the high CO2 treatment, supporting the hypothesis that OA enhances BP directly by
increasing the activity of extracellular enzymes. The higher BP under elevated CO2 over the first 4 days
was accompanied by high BA (Figure 1). This suggests that the growth of heterotrophic bacteria could be
positively affected by OA, although top‐down control effects, such as protist grazing (Kim et al., 2010) and

Figure 6. Network analysis demonstrating significant (P < 0.01) associa-
tions only between (a) Pelagibacteraceae and (b) Rhodobacteraceae and
other bacterial families. Positive linear regressions between nodes are
denoted by red lines; negative linear regressions are blue lines. MICe ≤ 0.5:
dot lines, 0.5 < MICe ≤ 0.8: dash lines, 0.8 < MICe ≤ 1: solid lines. The
matrix used to calculate the MICe correlation was obtained as the average
relative abundance of a bacterioplankton family in the high CO2 micro-
cosms on a specific day minus the average relative abundance of that same
family in the control microcosms.
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viral lysis (Carreira et al., 2013; Larsen et al., 2008; Traving et al., 2014), can also be enhanced by elevated CO2.
We further showed that the increased cell abundance was primarily from HDNA bacteria, or high activity
bacteria, indicating that OA enhances bacterial population size by stimulating their activity. Moreover, BA
in the high CO2 microcosms peaked 2 days before the control peak, suggesting that increased bacterial
community activity may increase the rate of biogeochemical cycling in the ocean. Our results therefore
further supported the conclusion of Sala et al's study that microbial communities in oligotrophic waters
are considerably affected by OA (Sala et al., 2015). It is worth pointing out that because OA is an
additional stress for some organisms, it might lead to die‐off of these organisms and higher organic matter
release, which subsequently affected bacterial production and abundance in this study.

4.2. Heterotrophic Bacterioplankton Species Have Different Responses to OA

Studies in the North Sea (Krause et al., 2012) and the San Juan Channel (Siu et al., 2014) have demonstrated
that acidification significantly affects bacterioplankton community composition. In addition, study in
Bergen showed community structure of free‐living bacteria changed with pCO2 (Allgaier et al., 2008). On
the contrast, some other studies showed that OA has no or little impacts on the bacterioplankton commu-
nity, such as studies in the Baltic Sea (Lindh et al., 2013) and the Arctic Ocean (Roy et al., 2013; Wang
et al., 2015; Zhang et al., 2013). Our new data showed that in low‐latitude, oligotrophic warm waters, when
the growth of phytoplankton was suppressed, the bacterioplankton community could be significantly
affected by acidification in the early phases of incubation (first 6 days), while acidification had little effect
in nutrient depleted conditions (postbloom). Other studies have also observed that changes to bacterial
community composition after acidification may be linked to nutrient conditions (Bunse et al., 2016;
Celussi et al., 2017; Hornick et al., 2017). We observed relatively low bacterial diversity (Figure 3) and
relatively simple network of microbial community (Figure 8) under high CO2 compared to the control

microcosm. These results suggested the elevated CO2 simplified the
microbial communities. Similarly, a mesocosm study conducted in the
Ross Sea also observed a decrease in bacterioplankton diversity in
response to elevated CO2 (Maas et al., 2013). However, the authors sug-
gested that the loss of diversity did not affect bacterial activity but rather
enhanced the ability of the bacterioplankton to break down carbohydrates
and lipids and recycle phosphate.

Bacterioplankton species had different responses to acidification
(Figures 6 and 7). Of top 20 most abundant families, the high nutrient
loving bacteria in Rhodobacteraceae (Azam & Malfatti, 2007), primarily

Figure 7. Heatmap showing the relative abundance of the top 30 abundant OTUs in the high CO2 treatment and the con-
trol during incubation (two unclassified families and a Cyanobacteria OTU were not included).

Table 1
Major Properties of Molecular Ecological Network

# nodes # links
R2 of
power law avgKa avgCC avgGD

Control 104 313 0.873 6.019 0.21 3.364
Treatment 63 93 0.899 2.952 0.22 3.331

aavgK: average connectivity; avgCC, average clustering coefficient;
avgGD, average geodesic distance.
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Rhodovulum and Nautella, and Hyphomonadaceae, primarily Hyphomonas, remained at a relatively high
abundance during the incubation period. This indicates certainorganic matters released from mortality of
phytoplankton during the bacterioplankton bloom phase benefitted these families. Earlier studies also
observed a higher abundance of Rhodobacteraceae under high CO2 conditions (Meron et al., 2011; Siu
et al., 2014), although another laboratory study of the Rhodobacteraceae strain Roseobacteria MED165m
showed that elevated CO2 did not significantly affect its abundance but did increase the growth efficiency

Figure 8. Molecular ecological network of control (a) and elevated CO2 (b) mesocosm. Each node indicates an OTU,
where the link between each two nodes indicates the correlation between two OTUs. Colors indicate different bacterial
classes. The blue link indicates the positive correlation, while red link indicates the negative correlation.

Figure 9. Submodules under control (a) and elevated CO2 (b) mesocosms. Each node indicates an OTU. The Z‐P plot
showing OTU distribution based on their module‐based topological role according to within‐module (Z) and
among‐module (P) connectivity. The nodes of Zi > 2.5 and Pi <0.625 are indicated as the module hubs that were closely
connected within the module, while the nodes of Zi < 2.5 and Pi >0.625 are the connectors that were more closely
connected to nodes in other modules. Peripherals of Zi < 2.5 and Pi <0.625 are considered specialists in each module,
while the network hubs of Zi > 2.5 and Pi >0.625 are supergeneralists.
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of the strain (Teira et al., 2012). These results suggest that different responses to pH could occur at the genus
or species level in this highly diverse family, so studying the response of bacteria at the species or even
ecotype level could provide more useful information. The response of Rhodobacteraceae to OA was
different during and after the bloom phase, indicating that the influence of OA on this family was
dependent on environmental conditions. In the early phase, the availability of bacterial substrates was
sufficient, while it was deficient during the postbloom phase. This could partially explain the inconsistent
results found in previous studies (Baltar et al., 2015; Krause et al., 2012; Meron et al., 2011; Newbold
et al., 2012; Witt et al., 2011). Similar to Rhodobacteraceae, Hyphomonadaceae was not abundant at the
start of the experiment but became a major family after incubation. Network analysis showed
Hyphomonadaceae, as well as Alteromonadaceae, played important roles in the microbial community in
the control microcosm but disappeared in the high CO2 microcosm (Figure 9), which indicated that they
might be sensitive to the OA.

In the current study, we observed a decrease in the relative abundance of Pelagibacteraceae, the most abun-
dant bacterioplankton in the western Pacific Ocean, during incubation, which may due to the lack of light
and change of organic matter availability. In our system, the available nitrogen‐containing DOC, a major
carbon source for Pelagibacteraceae (Jiao & Zheng, 2011), may have been consumed at the beginning of
the incubation or the lack of light may have limited the growth of Pelagibacteraceae, since light is needed

Figure 10. Heatmap showing abundance changes of carbon‐cycling‐related genes (a) and nitrogen‐cycling‐related genes
(b) to acidification.
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for uptake of organic nutrients (Gómez‐Pereira et al., 2013). Our study showed that Pelagibacteraceae might
be negatively affected by acidification. In contrast, a recent high‐latitude open ocean study that found that
Pelagibacteraceae were not affected by acidification (Hartmann et al., 2016) and another study reported
increased levels of Pelagibacteraceae at the end of incubation (Newbold et al., 2012). These inconsistencies
may be due to the presence of different phylogenetic groups (Brown et al., 2012). Pelagibacteraceae is com-
posed of more than seven clades, each of which has different physiological characteristics (Grote et al., 2012).

4.3. Biogeochemical Cycles Mediated by Bacterioplankton May Be Changed by
Ocean Acidification

Bacteria play key roles in almost all of Earth's biogeochemical cycles. Studying the response of bacterial
functional genes to ocean acidification will help us predict the future change in biogeochemical cycles.
The global ocean is a large carbon pool, and researchers have proposed the microbial carbon pump as a con-
ceptual framework to depict the generation of this large carbon reservoir (Jiao et al., 2010). In this conceptual
framework, marine bacterioplankton are essential for the transformation of organic carbon from labile into
recalcitrant states. However, we know little about how ocean acidification will affect organic matter
degradation in marine environments. In the present study, we observed that genes involved in polysacchar-
ide (cellulose, chitin, hemicellulose, lignin, and starch) degradation, such as genes encoding endochitinase,
were more abundance under OA condition. These types of organic matter are recognized as important
components of refractory dissolved organic carbon (DOC) in the ocean (Jiao et al., 2010). Polysaccharides
account for up to 32% of DOC (Pakulski & Benner, 1994) and more than 50% of the total phytoplankton
primary production (Baines & Pace, 1991). It has been suggested that acceleration of the degradation of
polysaccharides and organic carbon in the global ocean may affect vertical carbon export as these com-
pounds are major components of the sinking particles (Engel et al., 2004; Piontek et al., 2010). Moreover,
enhanced degradation of these types of complex organic matter may change the composition of the carbon
pool and increase the respiratory production of CO2. Both an increase in carbon degradation and a decrease
in carbon sinking under OA may reduce the ocean's ability to absorb CO2 from the atmosphere.

Nitrogen fixation conducted bymarinemicroorganisms has a critical role in supporting oceanic new produc-
tion (Karl et al., 1997; Montoya et al., 2004). Previous studies suggested that the rates of growth and nitrogen
fixation of the cyanobacterium Trichodesmium, an important diazotroph in oligotrophic oceans, could be
positively affected by acidification when Fe and P are not limited, due to the reallocation of energy and
resources from carbon‐concentrating mechanisms (Levitan et al., 2007). In addition, Nodularia, another
diazotroph cyanobacteria, showed similar responses to acidification (Wannicke et al., 2012). Our study,
which focused on heterotrophic bacteria, showed that the abundance of heterotrophic diazotroph could
be enhanced by acidification. Similar results were observed by Rees et al. (2017) who conducted a mesocosm
experiment in the coastal western Mediterranean Sea. The significance of heterotrophic diazotroph, such as
Gammaproteobacteria, was reported in recent years (Messer et al., 2016; Moisander et al., 2017). They were
frequently detected in the global oceans at both DNA and RNA levels. The increase in heterotrophic diazo-
troph abundance under ocean acidification may enhance inputs of new N and increase primary productivity
in future oceans.

Under OA conditions, the genes involved in denitrification and nitrification (mainly amoAgene) were signif-
icantly increased in the western Pacific Ocean, except for the hao gene, which is involved only in nitrification
(Figure 10). An increase in the denitrification rate and a decrease of microbial nitrification rates with OA has
been reported and suggested a nitrogen cycle bottleneck (Hutchins et al., 2009). Similarly, Bemen et al.
observed that microbial nitrification rates decreased when pH was experimentally reduced (by 0.05–0.14)
in the Atlantic and Pacific Oceans and suggested that ocean acidification could reduce nitrification rates
by 3%–44% within the next few decades (Beman et al., 2011). A possible explanation for the inconsistent
results observed in this and previous studies is that we conducted incubation under dark conditions, which
protected some ammonia oxidizing bacteria and archaea from light inhibition (Merbt et al., 2012; Qin et al.,
2014). OA may also cause a change in the diversity of the nitrifier community. Bowen et al. reported that
microbial groups capable of ammonia oxidization have different responses to acidification. Some ammonia
oxidization bacteria are significantly influenced by ocean acidification, but not AOA (Bowen et al., 2013). A
similar result was also reported by Tait et al. (2014) who found that ammonia oxidizing bacteria and archaea
in marine sediments have different pH optima.
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5. Conclusions

Generally, this study, conducted in the western PacificWarm Pool, could provide insights into the impacts of
OA on bacterioplankton in oligotrophic warm waters. Our study demonstrated that OA has direct effects on
abundance, activity, diversity, community structure, and interaction of heterotrophic bacterioplankton in
the low‐latitude warm ocean. An increase in genes involved in carbon degradation and fixation in high
CO2 conditions may accelerate carbon turnover. In addition, our results suggest that the response of the
bacterioplankton community to OA is related to the pool of bacterial groups within the community and to
nutrient conditions. Thus, to reveal the effects of acidification on the bacterioplankton community in the
global ocean, further experiments are needed in different geographic locations.
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